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Modeling an optical circuit
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e0, . . . , ed−1 are orthonormal basis vectors corresponding to one particle in the
qumode with the same label.

Example: e2 corresponds to a system with a single particle in the 2nd qmode.
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Fock basis states

Fock basis states can be built from e0, . . . , ed−1 using the symmetric tensor product.
For d = 3, one can construct

e0 ∨ e1 ∨ e1 ∨ e1 = e∨10 ∨ e∨31 ∨ e∨02 =: | 1︸︷︷︸
mode 0

3︸︷︷︸
mode 1

0︸︷︷︸
mode 2

⟩ = |130⟩. (1)

Number of particles = sum of integers in the Fock basis state, e.g.

|4, 0, 1, 3⟩ =⇒ n = 4 + 0 + 1 + 3 = 8. (2)

Considering only a fixed number of particles n the number of basis states is(
d + n − 1

n

)
=

(d + n − 1)!

(d − 1)!n!
(3)
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Quantum states in the Fock representation

Quantum states are combinations of Fock basis states, where the square of the
coefficients sum to 1, e.g.

1

2
|1, 2, 3⟩+

√
3

2
|0, 2, 0⟩. (4)

A generic pure state can be written as

|ψ⟩ =
∑
n⃗∈Nd

cn⃗|n⃗⟩, cn⃗ ∈ C. (5)
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Quantum gates

Quantum gates are maps between Fock basis states, e.g. the beamsplitter gate acts
on the |1, 0⟩ state as

B(θ)|1, 0⟩ = cos θ |1, 0⟩+ sin θ |0, 1⟩, θ ∈ [0, 2π). (6)

Generally, a general quantum gate G can be written as

G =
∑

n⃗,m⃗∈Nd

cn⃗,m⃗|n⃗⟩⟨m⃗|, cn⃗,m⃗ ∈ C. (7)
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Mode-by-mode cutoff
No restriction on the number of particles =⇒ infinitely many coefficients.

Idea: Cutoff.

Restrict the maximum number of particles per mode =⇒ “mode-by-mode” cutoff.

With this consideration state can be approximated by

|ψ⟩ ≈
∑

n⃗∈[0,c−1]d

cn⃗|n⃗⟩, cn⃗ ∈ C. (8)

With this prescription, we will have cd many coefficients.

Example: (c = 5)

|2, 3, 4⟩ can be simulated, while

|5, 6, 7⟩ cannot be simulated (since e.g. 7 ≥ 5).
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Drawback of tensorial computation

cd could be huge even for small systems!

Let d = 7 and c = 5. To store a quantum gate as a tensor of complex numbers of size
16 bytes, we need

(cd)2 × 16 bytes = 514 × 16 bytes = 97656250000 bytes ≈ 90.9 GiB

Idea: Define a better cutoff!
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Active and passive gates

Beamsplitter gate conserves the particle number:

B(θ)|1, 0⟩ = cos(θ)|1, 0⟩+ sin(θ)|0, 1⟩. (9)

However, the resulting state may have different number of particles than the initial
state, e.g. the displacement gate produces particles as

D(α)|0⟩ = e−
|α|2
2

∞∑
k=0

αk

√
k!

|k⟩ (10)

Passive gates: preserve the number of particles.

Active gates: create or annihilate particles.
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Matrix representation for single particle

Fock basis states can be mapped to vectors of length d as

|1, 0⟩ 7→
(
1
0

)
(11)

|0, 1⟩ 7→
(
0
1

)
(12)

We can represent the passive gates as d × d matrices, i.e.

B(θ) 7→
(
cos(θ) sin(θ)
sin(θ) cos(θ)

)
=: B(θ)

∣∣
1

(13)
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Matrix representation with multiple particles

For a multiparticle state with n particles, passive gate representation of particle
number n can be calculated from the 1-particle representation as

B(θ)
∣∣
n
=

(
B(θ)

∣∣
1

)∨n
. (14)

(d+n−1
n

)
basis vectors =⇒ Quantum gates are

(d+n−1
n

)
×
(d+n−1

n

)
matrices.
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General matrix representation

A passive gate can be written in the Fock basis as

G =
∞⊕
k=0

G |∨k1 =


1

G |1
G |∨21

. . .

 ∼



∗
∗ ∗
∗ ∗

∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗

. . .
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Cutoff for total particle number

We can impose a “system-wide” cutoff for the total particle number. This yields
square matrices of the form

G ≈
c−1⊕
k=0

G |∨k1 ∼



∗
∗ ∗
∗ ∗

∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗

. . .


=



∗
∗ ∗
∗ ∗

∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗



dim(G ) =

(
d + c − 1

c − 1

)
×

(
d + c − 1

c − 1

)
(15)
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Memory usage using system-wide cutoff

Let (again) c = 5 and d = 7. Then the memory usage of a quantum gate is(
d + c − 1

c − 1

)2

× 16 bytes =

(
7 + 5− 1

5− 1

)2

× 16 bytes ≈ 1.66 MiB.

Negligible in comparison with the previously obtained 90.9 GiB!

However, system-wide cutoff cuts out more coefficients =⇒ worse approximation.

Example: (c = 5)

|4, 3, 2⟩ ∈ mode-by-mode cutoff, since 4 < 5, 3 < 5 and 2 < 5, but

|4, 3, 2⟩ /∈ system-wide cutoff, since 4 + 3 + 2 ≥ 5.
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Argument for system-wide cutoff

For active gates, contributions from higher particle numbers are (ususally)
small.

Consider a simple displaced state

D(α)|0⟩ = e−
|α|2
2

∞∑
k=0

αk

√
k!

|k⟩. (16)

The particle number detection probabilities are

p(n) = |⟨n|α⟩|2 = e−|α|2 |α|2n

n!
, (17)

which quickly tapers off to 0. Similar conclusion can be obtained for other systems.
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2nd argument for system-wide cutoff

Faster simulation for Fock basis states
and passive gates.

Passive gates =⇒ number of particles
are conserved.

Fock basis states =⇒ same results for
identical cutoffs.

We have shown that the memory usage is
significantly reduced.

We will show the same for the
computation time.
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Comparison of average computation times
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Thank you for your attention!
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