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“If you still doubt that physics is in 
crisis, the fact that the Nobel Prize goes 
to computer scientists should make you 
think.” /Sabine Hossenfelder/



Human	intelligence

Model World

OBSERVATION



Science	as	intelligence

Model World

OBSERVATION

EXPERIMENT

VALIDATION

Mathematical
description 

Instruments

Predictions

7±2 bit*

* Miller, G. A. Psychological Review. 63 (2): 81–97 (1956)

crutch for senses

crutch for mind



Science – technology – science – technology ...

Solid state physicsTransistor/
microelectronics

Astronomy Mechanics Quantummechanics

Better, cheaper
computers and 

equipments

Moore’s-law

On the entire chessboard there would be 
264 − 1 = 18,446,744,073,709,551,615 
(~= 1.8*1019) grains of wheat, weighing 
about 1,199,000,000,000 metric tons. This 
is over 1,600 times the global production of 
wheat (780.8 million tons in 2019)

CPU/GPU/AI 



Science – technology – science – technology ...

Moore’s-law

https://www.motherjones.com/media/2013/05/robots-artificial-intelligence-jobs-automation/

§Moore’s law (CPU): 
2x in each 18mo

§GPU: 1000x in 8 years: 
2x in each 10mo

NVIDIA GTC Mar 18-21, 2024

Solid state physicsTransistor/
microelectronics

Astronomy Mechanics Quantummechanics

CPU/GPU/AI 



Sloan Digital Sky Survey (SDSS):
First 3D map of the Universe 
Prototype of modern “data intensive  science”

120 megapixel „color” camera

CfA 1989:  1100 galaxies SDSS 2005:  1M galaxies1929: 1 galaxy

~ 1998



Prototype	of	modern	data	science	
SDSS:	3D	map	of	the	universe

2.5m 120Mp – 2.5Tp 5 years:10TB

CfA 1989:  1100 galaxies

SDSS 2005:  1M galaxies

120 megapixel in your pocket - 2019

~ 20 years later



Not	only	astronomy:	genomics,	…

Sanger-sequencing	
First	virus	sequence	1977:	
ϕX174,	 5386nt

100 microns   

BGI Hong Kong, Scotted400, CC-BY-3.0

D. Mertens, K. Rippe, German Cancer research Center

Expensive
Slow

Cheap
Fast



We	are	not	limitless	intelligence

Model World

OBSERVATION

EXPERIMENT

Mathematical
description 

Instruments

Predictions

7±2 bit*

* Miller, G. A. Psychological Review. 63 (2): 81–97 (1956)

crutch for senses

crutch for mind

Homo Sapiens: Technical Specifications

CPU 100 GN (giga-neurons)

Clock frequency 4-32 Hz

CPU cores 1 (male version), 2+ (female v.)

CPU speed 0.1 Flops

Memory (short term) 7 +/-2 bits

Storage 1TB-2.5PB

Power 20 W

Camera 576Mpix, 24Hz

Touch Yes

Display No

Speakers Mono

GPS No

WIFI No

Bluetooth No

2G/3G/4G/5G No/No/No/No

Latest version update 100 000 BC

Main Features : 
• Find food
• Escape predators
• Find mate and reproduce

VALIDATION



We	are	not	limitless	- machine	intelligence

Model World

OBSERVATION
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Mathematical
description 

Instruments

Predictions

7±2 bit*

* Miller, G. A. Psychological Review. 63 (2): 81–97 (1956)

crutch for senses

crutch for mind

Homo Sapiens: Technical Specifications

CPU 100 GN (giga-neurons)

Clock frequency 4-32 Hz

CPU cores 1 (male version), 2+ (female v.)

CPU speed 0.1 Flops

Memory (short term) 7 +/-2 bits

Storage 1TB-2.5PB

Power 20 W

Camera 576Mpix, 24Hz

Touch Yes

Display No

Speakers Mono

GPS No

WIFI No

Bluetooth No

2G/3G/4G/5G No/No/No/No

Latest version update 100 000 BC

Main Features : 
• Find food
• Escape predators
• Find mate and reproduce

VALIDATION

We need Artificial 
Intelligence to 
extend our’s!



Fruit-fly brain 140,000 neurons, 50M connections. This version shows the 50 largest. 
Credit: Tyler Sloan and Amy Sterling for FlyWire, Princeton University (2024)

Biological	neural	nets	

Shapson-Coe, A. et al. Science (2024).

Ramon y Cajal



Projection	– neglecting	irrelevant	details

Statistical physics -> thermodynamics

pV = NkT 6 · 1023 → 5



The	art	of	neglecting

§Neurons are interacting “particles” or “spins”
§ They can have only 2 states: firing/silent (up spin/ down spin)
§ Each neuron interacts with all others
§ They want to reach an optimal “lowest energy” state

Hopfield, J.J. and Tank, D.W., 1986. Computing with neural circuits: A model. Science, 233(4764), pp.625-633.



Hopfield	network:	associative	memory	model

Concepts from statistical physics
§ Spin-glasses ~ Hopfield model for associative memory (1982)

ferromagnet anti-ferromagnetEnergy

Dynamics

Training

Attractors

Energy surface
with trained (local) minima

Analogy:
Neurons = spins
Synapses = couplings

Giorgio Parisi
Physics Nobel prize
2021



The	physics	behind	chatGPT:
Causality	:	similar	to	Newton	laws,	diff-eq
§ “laws of nature” = function + parameters: past -> future
§Mechanics: 2nd order; 
§ LLM context window thousands to millions

Latent vector space Cross-correlation->laws Prediction (~ stochastic diff. eq.)

Transformers



The	physics	behind	ChatGPT

Vaswani, et al., 2017

https://jalammar.github.io/illustrated-transformer/

Autocorrelation, cross-correlation, 
associative memory
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Space	weather	:	whistler	detection

B.Pataki, J.Lichtenberger et al. 2022.

Virology:	SARS-CoV-2	RBD	3D	structure

Animal	health:	body	condition

S. Nagy, N. Solymosi et al. 2023.

Cosmology:	gravitational	
lensing	maps Empowering Sciences

Solving analytically 
untraceable 
hard inverse problems

Alphafold2

AI	“pays	back”	to	sciences
Some	research	highlights	@	ELTE

O. Kilim et al. 2023.



Mammography	with	deep	learning	(Faster R-CNN	)
§ Digital Mammography DREAM challenge (2016!)

• 1200 participants, 640k mammograms
• Dezső Ribli, best open-source 
• the only solution with localization
• AUC = 0.95

§ New collaborations with hospitals, clinics
• more training data
• open-source plugin

2018

Stefania Romano, MD
Associate Editor
European Journal of Radiol
ogy

Comments: The topic is 
interesting and relevant, but 
the manuscript is not in the 
format of a research 
paper. For this reason, the 
manuscript does not fit 
criteria to undergo peer 
review process.



Pathology:	colorectal	screening	

Medical annotation CNN prediction

QuPath extension

Research Tool for
diagnostics

National R&D Grant 2021-2025 PIACI-KFI
Semmelweis Univ. & 3DHISTECH

Dysplasia – high grade

Dysplasia – high grade

Necrosis

Necrosis

HunCRC
>2,000 whole slide images
80,000 x 60,000 pixels, 15GB
40-50 TB PNG compression (raw img)
4*1012 useful pixels (Full HD, 22 days 1 img/sec)
Expert annotation by pathologists

Pataki et al SciData 2022

Healthcare
implementation

Large, well annotated training
set is the key bottleneck for
most machine learning tasks!

ELTE & Semmelweis Univ. 
collaboration 

2022



https://miro.medium.com/

https://openai.com/index/clip

Gene pathway activity patterns 
reconstructed from bulk 
proteomics + H&E WSI

Beyond	mimicking	humans– Multimodal	analysis

Visual Question Answering - VQA

2024
O. Kilim et al., npj Precision Oncology 2025



eXplainable AI	- Gene	networks	– Causal	molecular	processes	of	aging

Prósz et al., Biologically informed deep learning 
for explainable epigenetic clocks, Sci.Rep. 2024



eXplainable AI	- Gene	networks	– Causal	molecular	processes	of	aging

Can machines 
understand 
systems that are
too complex for 
humans?

Model 7±2 bit*

Prósz et al., Biologically informed deep learning 
for explainable epigenetic clocks, Sci.Rep. 2024

Enforce AI to predict 
through distilled 
human knowledge



eXplainable AI	- Gene	networks	– Causal	molecular	processes	of	aging

Can machines 
understand 
systems that are
too complex for 
humans?

Model 7±2 bit*

Hope: Due to the 
underlying “laws”, data 
vectors does not fill the 
whole space, rather lie on 
lower dimensional 
surface/subspace. 

Alphafold2

pV = NkT 6 · 1023 → 5



Your task is to analyse and visualize SARS-CoV-2-
related data. A Postgres database was created that 
contains information about SARS-CoV-2 samples 
collected worldwide. The schema of this database 
is uploaded as a file in the "Knowledge" part of 
GPT configuration.

API
call

Analyze COVID-19 trends with statistical methods.

Large	Language	Models	– for	data	discovery

K. Papp et al. in prep.

NIH proposal review 2024. February

Similar plans



Moore’s-law of AI

Size matters!

Large language models have 
trillion parameters and trained 
on “the whole internet”
Compute measured in “mols”, 
6*1024 FLOPS 

A very brief history of AI



Google’s new PaLM “Megatron” 

§ 540B parameters, 2TB/snapshot 

§ Training 6144TPU for months

§ Trained on “the whole internet”

§ “5 mols” = 2.6*1024  FLOPS for retrieval of each 
token

AI: state of the Art 
(2022)

An astronaut Teddy bears A bowl of soup 

mixing sparkling chemicals as mad 
scientists shopping for groceries 
working on new AI research

as a 1990s Saturday morning cartoon as 
digital art in a steampunk style

A cute corgi lives in a 
house made out of sushi.

Google 
Imagen

OpenAI DALL-E 2
Question:	A	needle	35	
mm	long	rests	on	a	water	
surface	at	20◦C.	What	
force	over	and	above	the	
needle’s	weight	is	
required	to	lift	the	needle	
from	contact	with	the	
water	surface?	

Facebook Meta AI
Galactica

High school 
level skills

ChatGPT



State of the Art 
(2023.02)

Kung, T.H., et al. 2023. Feb.  
PLoS digital health, 2(2), p.e0000198.

They also checked that the answers to those questions 
weren't likely to be in the dataset accessible by the AI 
tool when it had been trained. In other words, ChatGPT 
hadn't already seen the answers.
"ChatGPT performed at or near the passing threshold for 
all three exams without any specialised training or 
reinforcement," the paper reads.
The tool received more than 50 percent across all 
examinations and approached the USMLE pass threshold 
of about 60 percent. "Therefore, ChatGPT is now 
comfortably within the passing range," the paper 
concludes.

Vijay Pande, a health care-focused partner with Andreessen Horowitz

2023.11.

ChatGPT

University level 
skills

CHROMA: Ingraham, J.B. et al. Nature, 623(7989) 2023



2024.02.16 – OpenAI SORA – Text2Video

Prompt: A litter of golden retriever puppies 
playing in the snow. Their heads pop out of 
the snow, covered in.

Prompt: A petri dish with a bamboo forest 
growing within it that has tiny red pandas 
running around.

Compute “phase transition” - SORA paper: https://openai.com/research/video-generation-models-as-world-simulators

1x 4x 32x

https://openai.com/research/video-generation-models-as-world-simulators


2024.09.04 – AI Scientist Lu, C., Lu, C., Lange, R.T., Foerster, J., Clune, J. and Ha, D., 
2024. The ai scientist: Towards fully automated open-ended 
scientific discovery. arXiv preprint arXiv:2408.06292.

Si, C., Yang, D. and 
Hashimoto, T., 2024. Can 
LLMs generate novel research 
ideas? arXiv preprint 
arXiv:2409.04109.



Lab-in-the-loop 
multi-agent AI discovery
Here, we introduce Robin, the first multi-agent system capable 
of fully automating the key intellectual steps of the scientific 
process. By integrating literature search agents with data 
analysis agents, Robin can generate hypotheses, propose 
experiments, interpret experimental results, and generate 
updated hypotheses, achieving a semi-autonomous approach 
to scientific discovery. By applying this system, we were able to 
identify a novel treatment for dry age-related macular 
degeneration (dAMD), the major cause of blindness in the 
developed world. Robin proposed enhancing retinal pigment 
epithelium phagocytosis as a therapeutic strategy, and identified 
and validated a promising therapeutic candidate, ripasudil. 
Ripasudil is a clinically-used rho kinase (ROCK) inhibitor that has 
never previously been proposed for treating dAMD. To elucidate 
the mechanism of ripasudilinduced upregulation of phagocytosis, 
Robin then proposed and analyzed a follow-up RNA-seq 
experiment, which revealed upregulation of ABCA1, a critical lipid 
efflux pump and possible novel target. All hypotheses, 
experimental plans, data analyses, and data figures in the 
main text of this report were produced by Robin. (A.E.Ghareeb
et al.  https://arxiv.org/pdf/2505.13400)

2025.05.19



Deep Research (several AI companies)

- Inference time compute
- Reasoning, tool use
- Chain of thoughts
- Panel of Experts

OpenAI’s Deep Research achieved 26.6% on Humanity’s Last 
Exam, arguably the best benchmark for intelligence. This is a 
relatively new AI benchmark designed to be the most difficult 
for any AI model to complete, covering 3,000 questions across 
100 different subjects. On this benchmark, OpenAI’s Deep 
Research significantly outperforms Perplexity’s Deep Research 
(20.5%) and earlier models like o3-mini (13%) and DeepSeek-
R1 (9.4%) that weren’t hooked up with agentic RAG.

... HUMANITY’S LAST EXAM (HLE), a 
benchmark of 2,700 extremely challenging 
questions from dozens of subject areas, 
designed to be the final closed-ended
benchmark of broad academic capabilities. 
HLE is developed by academics and domain 
experts, …

https://agi.safe.ai/
2025.02.11

Maximum: 
8.8%

2025.02.19

https://agi.safe.ai/
https://agi.safe.ai/


2024.10.22
AI controls 
your computer

2024.09.04 – AI Scientist Lu, C., Lu, C., Lange, R.T., Foerster, J., Clune, J. and Ha, D., 
2024. The ai scientist: Towards fully automated open-ended 
scientific discovery. arXiv preprint arXiv:2408.06292.

Si, C., Yang, D. and 
Hashimoto, T., 2024. Can 
LLMs generate novel research 
ideas? arXiv preprint 
arXiv:2409.04109.

2024.10.10





Singularity,	AGI,	alignment,	dangers,	…

https://www.reddit.com/r/bing/comments/1b0gihk/tried_the_supremacyagi_prompt_today_and_got_some/

Microsoft/OpenAI Copilot
(2024.02.28)

https://www.linkedin.com/pulse/second-half-chessboard-fawad-a-qureshi-jmwne/

1012 metric tons!

(2024.04.18)

https://futurism.com/the-byte/
anthropic-ceo-ai-replicate-survive

"Make it explicit in international diplomacy 
that preventing AI extinction scenarios 
is considered a priority above 
preventing a full nuclear exchange, and 
that allied nuclear countries are willing to 
run some risk of nuclear exchange if that’s 
what it takes to reduce the risk of 
large AI training runs."

https://futureoflife.org/open-letter/pause-giant-ai-experiments/

https://time.com/6266923/ai-eliezer-yudkowsky-open-letter-not-enough/

“Will computers ever be as smart as humans?” 
“Yes, but only briefly.” - Vernor Vinge

https://www.linkedin.com/pulse/second-half-chessboard-fawad-a-qureshi-jmwne/


Any	sufficiently	advanced	technology
is	indistinguishable	from	magic.

(Arthur	C.	Clarke)
Indeed, understanding the laws of mechanics made us able to build pyramids 
and cathedrals, based on the laws of thermodynamics the invention of the 
steam engine empowered us to cross oceans and continents and today we all 
have „seven-league boots” in our garages. Understanding electrodynamics 
and quantum mechanics brought us the transistor that is at the heart of the 
Internet and the modern „magic mirrors”, the mobile phones.

What miracles will the advancements of sciences together with machine 
learning bring? And what kind of challenges?

BASIC	RESEARCH	PAYS	BACK!

Solid state physics Transistor/μelectronicsAstronomy Mechanics Quantummechanics CPU/GPU/AI 

In 1965, Alan Turing’s close collaborator I.J. Good
eloquently articulated the possibility of ASI: “Let an
ultraintelligent machine be defined as a machine that can
far surpass all the intellectual activities of any man
however clever. Since the design of machines is one of
these intellectual activities, an ultraintelligent machine
could design even better machines; there would then
unquestionably be an ‘intelligence explosion,’ and the
intelligence of man would be left far behind. Thus the first
ultraintelligent machine is the last invention that
man need ever make.”

AI = Integrated human knowledge that was 
collected for millennia and finally digitized. 

Common good. Should serve the public.


